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Abstract— Random projection is a popular machine learning algo-
rithm, which can be implemented by neural networks and trained in
a very efficient manner. However, the number of features should be large
enough when applied to a rather large-scale data set, which results in
slow speed in testing procedure and more storage space under some
circumstances. Furthermore, some of the features are redundant and
even noisy since they are randomly generated, so the performance may be
affected by these features. To remedy these problems, an effective feature
selection method is introduced to select useful features hierarchically.
Specifically, a novel criterion is proposed to select useful neurons for
neural networks, which establishes a new way for network architecture
design. The testing time and accuracy of the proposed method are
improved compared with traditional methods and some variations on
both classification and regression tasks. Extensive experiments confirm
the effectiveness of the proposed method.

Index Terms— Extreme learning machine (ELM), feature selec-
tion, neural networks, random projection.

I. INTRODUCTION

Random projection algorithms have been utilized in many appli-
cations such as face recognition [1] and are confirmed to be efficient
concerning with the training procedure. Neural networks are very
popular in solving computer vision problems, such as intelligent
vehicles [2], text detection [3], [4], motion estimation [5], [6], and
image understanding [7]. One of the typical random projections
implemented by the single-layer neural networks with randomly
generated neurons is extreme learning machine (ELM) [8], which
can be efficiently trained with a closed-form solution. However, more
features are required when it is applied to rather large data sets since
the features are randomly generated.

Generally, original features should be projected to a
high-dimensional space to ensure the performance of the random
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Fig. 1. Pipeline of the proposed hierarchical feature selection method.
In this figure, each node represents a feature. The feature pool, which contains
24 features, is split into four groups. For each group, half of the features are
selected each time. Then, a new feature pool, which contains 12 features,
is generated. Finally, a compact network contains only six features are
constructed. Note that, darker nodes indicate the features have higher weights.

projection, which will largely increase the computational cost.
In order to select useful features, several algorithms are proposed
to prune redundant features [9], [10]. Some of them are faster than
the original algorithm in training, but can only be applied to the
classification problems. Others can be used in both classification
and regression tasks, but the training is complex and inefficient.

In this paper, an effective feature selection algorithm called feature
selection for random projection (FSRP) is proposed to reduce the
computational cost for both classification and regression tasks. For
this algorithm, a feature selection method is presented in which a very
simple yet efficient criterion is utilized to determine the usefulness of
features. To further accelerate the selection of features, a hierarchical
selection scheme is also presented. Through our experiments, this
method can achieve superior performance than the original algorithms
and some widely used classification methods with faster testing speed.
And it can be used in both classification and regression tasks. The
empirical idea of the proposed algorithm is shown in Fig. 1.

The contributions of this paper are summarized as follows.

1) A simple yet efficient criterion is proposed to select useful
features for neural networks. The criterion used for ranking the
usefulness of features, which is based on the value of output
weights is easy to calculate and effective to eliminate redundant
and noisy features. Our method establishes a new way for
network architecture design and is of inspiring contribution to
this field.

2) A hierarchical selection scheme is proposed to choose useful
features in a very efficient manner. To accelerate the selection
of features on large-scale data sets, useful features are selected
hierarchically, which avoids the selection from the whole
feature pool. Therefore, the large matrix reversion is evaded,
which largely accelerates the selection procedure.

3) Extensive experiments are performed on a variety of data sets
including both classification and regression tasks and confirm
the effectiveness and efficiency of the proposed method.

II. RELATED WORKS

In this section, we briefly review the compression algorithms based
on the single-layer neural network with random generated features,
which can be divided into two categories.
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The first type of algorithms performs network compression
before or during the learning of features (i.e., matrix reversion
calculation) which is faster in training than the original algorithm
since the matrix reversion is performed on a smaller matrix. Huang
and Chen [11] propose to incrementally add features from a candidate
pool during the training process in which the feature which results
in larger error decreasing will be appended to the existing features.
Yang et al. [12] propose an algorithm, in which the relationship
between a newly added feature and residual error is presented,
so that the weight of the new feature can be calculated efficiently.
Rong et al. [13] utilize statistical methods as the measurements
of the relevance between features and class labels, in which the
relevant features are removed to achieve compact expressions and
robust performance. Another pruned method [14] is proposed, which
utilizes the defined sensitivities to determine the necessary fea-
tures. To remedy overfitting problem and generate compact network,
Luo et al. [15] propose to learn sparse weights by Bayesian inference,
in which the features with 0 weight can be pruned.

Another type of methods are proposed to select useful features
based on the classification or regression results of the original
features, which means that the training time is longer than the original
algorithm. Miche et al. [16] utilize multiresponse sparse regression
and leave-one-out validation to determine the usefulness of features
so the algorithm can generate very compact network than the original
features with comparable performance. Luo et al. [17] propose an
adaptive reconstruction graph for feature selection. Wang et al. [18]
propose a neighborhood discrimination index to utilize neighborhood
relations. Sun et al. [19] propose a generative model for unsupervised
learning. Kowalski and Kusy [20] propose to utilize local sensi-
tivity analysis and to simplify network structure. Zhu et al. [21]
propose to combine local and global information for feature selection.
Shang et al. [22] propose a feature selection algorithm to exploit
information in the feature space. Wang et al. [23] propose to rank
and select significant features based on the partial orthogonal decom-
position through recursive orthogonal least squares method.

III. SINGLE-LAYER NEURAL NETWORK

Single-layer neural network with randomly generated neurons is a
very fast algorithm since the learning of parameters does not need
iterative optimization. The learning of the algorithm is rather simple.
First of all, the weights and bias of input weights of the hidden layer
are randomly assigned. Then, the output weights of the network are
calculated to minimize the mean squared error (MSE) between the
ground truth and the prediction.

Formally, in a single hidden layer neural network with N nodes,
the output label y with respect to a d dimensional input vector x is
denoted as

y =
N�

i=1

βi hi (x) (1)

where βi is the weight of the i th node, and h(x) indicates the
nonlinear feature mapping, which can be written as

hi (x) = θ(ai x + bi ) (2)

where ai and bi are randomly assigned parameters and θ can be
any nonlinear mapping functions such as sigmoid function, Gaussian
function, or cosine function.

In this model, the only unknown parameter is β which can be
learned by minimizing the MSE between the ground truth and the
prediction

β = min
β

�Hβ − G�2 (3)

where �·� denotes the Frobenius norm and H is the output of hidden
layer with randomly assigned parameters

H =

⎡

⎢⎢⎢⎢⎢⎣

h(x1)

h(x2)

...

h(xd )

⎤

⎥⎥⎥⎥⎥⎦
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⎡
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⎤
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(4)

and G is the ground truth matrix. If the algorithm is performed on a
regression problem where the output target is a real value, G could
be a vector

G = [g1, g2, · · · , gn]�. (5)

Otherwise G is a matrix representing category labels in classification
problems.

The optimization of (3) is very efficient since it has a closed-form
solution

β∗ = H†T (6)

where H† is defined in (4) and T is the target matrix.
Since it has no iteration steps, the optimization of the algorithm

is very efficient especially when performed on a small data set in
which the number and dimension of training samples are small.
Under this condition, a small number of hidden nodes (features) are
necessary to obtain good performance so that the matrix reversion
can be easily calculated. However, a large amount of hidden nodes
are usually required to guarantee the performance on large-scale data
sets, because if the matrix reversion is performed on a large matrix,
the calculation is often time-consuming.

IV. HIERARCHICAL FEATURE SELECTION

In order to alleviate redundant features and avoid large matrix
reversion, in this paper, a very simple yet effective feature selection
method is proposed to hierarchically choose significant features from
a large amount of randomly generated features. Particularly, the first
step of the proposed method is to generate features randomly. Then,
the features are split into several groups. For each group, the original
algorithm is performed to learn the output weights, which can be
utilized to evaluate the importance of features. Specifically, larger
weight indicates the feature is more important, thus the features can
be ranked based on their weights. After the ranking and selection,
features from different groups are aggregated together. The selection
procedure is performed several times hierarchically, and a very
compact yet effective network can be generated from numerous
features in a very efficient manner.

Since the input weight of hidden neurons is randomly assigned,
it can be seen as random projection in which many redundant
features might be yielded during the training process when a good
performance is achieved. To relieve this problem, a simple criterion
for feature selection is proposed to rank and choose features based on
the output weight, which can be utilized to evaluate the importance
of features. Particularly, after the learning of the original algorithm,
the output weight β is obtained by calculating (6). As shown in
the experiments, the features with larger absolute value have higher
probability to generate better performance. So, the output weights
are sorted in descending order. After the importance of features
is ranked, a subset of features can be selected through index I .
Proved by experiments, this method is very effective to prune
redundant and noisy features and generate better performance than the
original algorithm. However, the training time is increased especially
when the feature pool is large as the calculation of output weight
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Algorithm 1 Hierarchical FSRP

Require: X ∈ �n×d : the training features; Y ∈ �n×1: the training
labels; S: the size of feature pool; s: the size of each group; r :
the ratio of selected features from each group
// for each node
for i = 1, 2, ..., S do

Randomly assign parameters a(i), b(i)

end for
//Suppose the hierarchical scheme has three layers
for i = 1, 2, 3 do

// Split features in pool into groups with size s
for each group do

Compute matrix H through (2)
Calculate β j through (6)
Rank features’ importance
Select features based on r and the ranking result

end for
Merge all selected features into a new feature pool

end for
Compute β f of the final selected features by (6)

Ensure: Final selected features and the corresponding β f

needs to solve a larger matrix inversion problem than the original
algorithm.

To accelerate the selection of features by avoiding large matrix
inversion, a hierarchical selection strategy is proposed. First of all,
numerous features are randomly generated to serve as the feature
pool. Then, features in the pool are split into several groups on which
the feature selection procedure is performed. To obtain more compact
network, the same feature selection can be conducted on the selected
features which forms a hierarchical scheme. Suppose d features are
selected from a feature pool with n features and the feature pool is
divided into k groups. The computation complexity is reduced from
O(n2.373) to O(n2.373/k1.373).

Although there are some parameters which will affect the per-
formance and efficiency of the proposed method, they are not very
sensitive to different data sets. In all experiments, some parameters
can be used for both classification and regression tasks over different
data sets. The parameters are summarized as follows and its selection
is investigated in experiments.

1) The first parameter that we should determine is the ratio of
remained features in the selection procedure. Large ratio tends
to yield better performance but the training speed is limited,
while small ratio can be trained more efficiently. A proper ratio
can ensure good performance and fast training speed at the
same time.

2) The final size of selected features is a factor that affects
performance and the testing speed of the algorithm. A large
number will yield better performance; while a small number
will be faster in training and testing.

3) Based on the ratio in feature selection procedure and the final
remained number of features, the size of feature pool can be
determined by the number of layers in a hierarchical selection
scheme. The more the number of layers, the larger the feature
pool. A large feature pool can produce better performance at
most of the time. However, the training speed will increase
a lot if hierarchical selection procedure with more layers is
performed during training.

The proposed hierarchical feature selection method is summarized
in Algorithm 1.

TABLE I

DETAILED INFORMATION OF EVALUATED
DATA SETS FOR CLASSIFICATION

Fig. 2. Relationship between output weights and the performance of
single-layer neural networks. In this figure, the horizontal axis is the values of
the output weight in ascending order. The vertical axis is the accuracy or MSE.
(a) Classification accuracy is proportional to the output weight. (b) Regression
error is inversely proportional to the output weight.

V. EXPERIMENTAL RESULTS AND DISCUSSION

To confirm the efficiency of the proposed method, extensive
experiments are conducted. Through the experimental results, we find
that the efficiency of random projection can be largely improved
with comparable performance so that the proposed method can be
used for rather large data sets. In this section, some experiments
are first conducted to prove that the feature with a larger output
weight has a higher probability to generate better performance. Then,
the performance and efficiency of the proposed method is evaluated
on both classification and regression tasks.

A. Why the Proposed Method is Working?

Empirically, features having larger weights tend to generate better
performance since large weights indicate the significance of features.
To prove this idea, several experiments are conducted, including
classification and regression tasks.

In particular, we randomly generate some 1-D features and cal-
culate their corresponding output weight and accuracy/MSE. Then
these features are ranked by the value of their output weights. The
relationship of the output weight and performance is thus shown
in Fig. 2. In this figure, the classification accuracy is proportional to
the output weight and the regression error is inversely proportional
to the weight which indicates that the larger weight has higher
probability to yield better performance in both classification and
regression tasks.

To further confirm the effectiveness of feature selection, the perfor-
mance of the original algorithm is compared with the performance of
the algorithm with feature selection. In detail, the original algorithm
is compared with the algorithm with the same number of features,
which have rather higher output weights selected from a feature pool
of 500 features. The experimental result is shown in Fig. 3 in which
the classification accuracy of algorithm with features selected from
the feature pool is higher than the algorithm with randomly generated
features. The experimental result indicates that the algorithm with
selected features always has a better performance.
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TABLE II

COMPARISON OF DIFFERENT METHODS ON CLASSIFICATION TASKS. THE BEST RESULTS ARE INDICATED IN BOLD

Fig. 3. Comparison of single-layer neural networks with or without feature
selection on classification task. The horizontal axis is the number of features
randomly generated or selected from a feature pool. The vertical axis is
classification accuracy.

Fig. 4. Experimental results regarding to how many features should be
retained in each selection procedure on different data sets. In this figure,
horizontal axis is the ratio of remained features in the selection procedure.
The vertical axis is accuracy. Different lines represent the performance of
FSRP with different number of final remained features. (a) dig. (b) msra.
(c) palm. (d) tdt10. (e) text. (e) usps.

B. Random Projection With Feature Selection for Classification

Classification is one of the fundamental problems in artificial
intelligence. To assess the efficiency of the proposed method, three

Fig. 5. Experimental results about the number of layers in the selection
scheme and the size of features remained at last on different data sets. In this
figure, the horizontal axis is the number of final remained features and the
vertical axis is accuracy. Different lines represent the performance of FSRP
with different selection layers. (a) dig. (b) msra. (c) palm. (d) tdt10. (e) text.
(e) usps.

TABLE III

DETAILED INFORMATION OF DATA SETS FOR REGRESSION

popular classifiers (ELM, support vector machine, and Adaboost)
are included for comparison on several widely used benchmarks
(dig [24], msra [25], palm [26], tdt10 [27], text [28], and usps [29])
and the detailed information is concluded in Table I.

We first investigate three hyper-parameters that should be consid-
ered: 1) how many features should be remained when we select
useful features and 2) how many features should be remained at
last and the number of layers in hierarchical scheme. The first
parameter is the number of features selected each time. Based on



IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 1585

TABLE IV

COMPARISON OF DIFFERENT METHODS ON REGRESSION TASKS. THE BEST RESULTS ARE INDICATED IN BOLD

Fig. 6. Experimental results about how many features should be remained on
different data sets. In this figure, the horizontal axis is the ratio of remained
features in selection procedure and the vertical axis is accuracy. Different lines
represent the performance of FSRP with different number of final remained
features. (a) NWPU_Cong. (b) abalone. (c) cpusmall. (d) mg. (e) space_ga.

the aforementioned declaration that it is the tradeoff between the
performance and efficiency, the performance of single-layer neural
network with a different compression level is compared, to find
out a proper number that can maximumly compress the network
without much performance decrease. The experimental results are
shown in Fig. 4 in which we can see that the performance can be
guaranteed with a rather high compression degree when the ratio
equals to 0.5 over most of the data sets. Thus, the ratio is set to
0.5 in the following experiments.

The number of final remained features and the number of layers
are explored at the same time. The proposed algorithms with different
layers and remained features are trained and compared in the experi-
ment. The results are shown in Fig. 5. In this figure, we can see that
a two-layer selection scheme cannot achieve the best or comparable
results than a three- or four-layer selection scheme. And a four-layer
selection method may generate unstable performance on some data
sets such as dig or may cause overfitting on usps. Thus, the number of
layers of hierarchical selection scheme is set to three in the following
experiments.

Table II shows the experimental results regarding to the comparison
of some widely used classification algorithms. The proposed method
is the most efficient one among all compared algorithms with

Fig. 7. Experimental results about how many layers the selection procedure
should include on different data sets. In this figure, the horizontal axis is the
number of final remained features and the vertical axis is accuracy. Different
lines represent the performance of hierarchical feature selection with FSRP
with different selection layers. (a) NWPU_Cong. (b) abalone. (c) cpusmall.
(d) mg. (e) space_ga.

comparable classification performance since the hierarchical feature
selection can prune redundant and noisy features effectively and
generate more compact networks. Comparing the proposed algorithm
with the algorithm without feature selection, better performance can
be obtained with more compact networks and faster testing speed,
which proves the effectiveness of the proposed selection method.

C. Random Projection With Feature Selection for Regression
In this section, the performance and efficiency of the proposed

method is evaluated on regression tasks. Specifically, the pro-
posed algorithm (FSRP) is compared with Adaboost, optimal
ELM (OPELM), and ELM. The detailed information of data sets
(abalone [30] cpusmall,1 mg [31], and space_ga [32]) can be seen
in Table III. Most of these data sets come from University of
California, Irvine, repository and the NWPU_Cong data set [33] is a
real-world congestion detection data set. Note that, the MSE which
is popularly used in many tasks [34], [35] is utilized to evaluate the
performance of regression.

Similar to the experiments in classification tasks, the parameters
are first exploited. We find that the ratio can be set to 0.5 over both

1http://www.cs.toronto.edu//d̃elve/data/datasets.html
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classification and regression tasks, as shown in Fig. 6. A smaller
ratio may cause worse performance on most of the data set while
a larger ratio may cause overfitting on abalone and space data sets.
The number of layers can be set as two or three based on the results
shown in Fig. 7 and only four-layer scheme may cause overfitting on
abalone data set. Since the size of regression data sets is rather small,
a four-layer selection scheme is far enough to fit the training data.
However, overfitting occurs on only one data set which confirms the
proposed method is very robust to avoid overfitting.

The experimental results are summarized in Table IV. In most
cases, the proposed method achieves superior performance than
others. What is more, the testing time is always shorter than others
which confirmed the proposed selection criterion is very effective to
compress network by avoiding redundant and noisy features.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we propose a novel criterion to rank the impor-
tance of neurons for the compression of neural networks, which
establishes a new way for network architecture design. To prune
redundant and noisy features, a hierarchical feature selection method
is proposed. The selection method which can be used to select
useful features from feature pool is based on a simple but effective
criterion regarding to the value of the learned weight. Based on
the selection criterion, a hierarchical selection scheme is proposed
to accelerate the efficiency of the algorithm. Utilizing hierarchical
feature selection in single-layer neural networks can generate very
compact networks which have comparable performance with several
widely used algorithms in classification tasks and better results than
traditional methods in regression tasks. And the testing speed has
shown its priority in both classification and regression tasks.

Although the proposed algorithm is effective for random pro-
jection, it can be further improved by automatically estimating
hyper-parameters such as the layer numbers. In the future, adaptive
parameter selection methods should be exploited.
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